Uczenie maszynowe

W ciaggu ostatnich kilku lat, postepy w uczeniu maszynowym pozwolity na przyspieszenie analizy
duzych zbioréw danych. Algorytmy uczenia maszynowego szczegdlnie dobrze sprawdzajg si¢ w
zadaniach wymagajacych rozpoznawanie obrazoOw i mowy oraz przetwarzaniu jezyka. Znalazty
one rowniez zastosowanie w obszarach nauk $cistych takich jak chemia, biologia czy farmacja,

gdzie moga postuzy¢ do [1]:

¢ identyfikacji celow molekularnych przy projektowaniu lekow,

e predykcji struktur biatek oraz ich kompleksow,

e projektowania syntezy,

e predykcji wlasciwos$ci zwigzkéw chemicznych,

e predykcji oddziatywan pomiedzy ligandem a celem molekularnym,

e repozycjonowania lekow.

Przetom w wykorzystaniu sztucznej inteligencji do predykcji struktur nastapit w 2020 roku, gdy
AlphaFold 2 wygrat 14-ta edycje konkursu CASP, w ktorym zespoty z catego $wiata usiluja
przewidzie¢ nowe, nieupublicznione struktury bialek [2]. AlphaFold 2 wykazat si¢ zdecydowanie
wyzsza precyzja od innych zaprezentowanych metod, generujac w niektérych przypadkach
struktury niewiele odbiegajace od eksperymentalnych [2]. Za swoje osiagniecie w obszarze
predykcji struktur biatek, tworcy AlphaFold, Demis Hassabis oraz John Jumper, wspolnie z
Davidem Baker, otrzymali Nagrod¢ Nobla. Sukces AlphaFold zainspirowat rozwoj kolejnych
metod przewidywania struktur opartych na uczeniu maszynowym, takich jak RoseTTaFold [3]

czy AlphaDesign [4].

Metody uczenia maszynowego sg roOwniez stosowane w systemach wspomagania decyzji. Przy
projektowaniu lekow, takie systemy moga stuzy¢ np. do predykcji czy czasteczka bedaca
przedmiotem badan przedklinicznych bedzie oddzialywaé z danym celem molekularnym oraz do
sprawdzenia mozliwos$ci wigzania poza celem. Do jednych z najbardziej znanych systemow

decyzyjnych nalezy SwissTargetPrediction, ktory przewiduje prawdopodobienstwo wigzania



wybranej czasteczki do ponad 3600 roéznych biatek, w tym ludzkich, mysich i1 szczurzych [5].
Istnieja rowniez bardziej specyficzne systemy decyzyjne jak GPCRVS [6], [7] skupiajace si¢
wylacznie na wybranej grupie biatek, np. receptorach sprz¢zonymi z biatkiem G (GPCR). Inne
przyktady takich systemow decyzyjnych to pdCSM-GPCR [8], EnGCI [9] oraz DeepGPCR [10].
Identyfikacja in silico czasteczek o wysokim prawdopodobienstwie wigzania z celem
molekularnym umozliwia zaoszczedzenie czasu oraz §rodkow finansowych na dalszych etapach

badan przedklinicznych.
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